New initiatives in critical care: distinguishing hype from hope
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A recently published viewpoint of Marini and colleagues outlines potential new research strategies (the evolving toolkit) and treatments for the critically ill, with several themes highlighted in the article, including personalised critical care, low rates of attempted replication, individual predisposition, and novel study designs (dynamic adaptive) and analysis (pre-specified examination for heterogeneity of treatment effects). It will not surprise many that such concerns are current in the broader medical literature, but the debate about personalised medicine has pre-dated the current view from critical care by nearly 20 years. Importantly, heterogeneity of treatment effects (HTE) (not to be confused with subject-level heterogeneity) is not a property that is peculiar to critical care trials.

In 1980, Simon, from within the cancer paradigm, observed that “clinical trials are characterised by heterogeneity in patients treated and by variability in responses obtained”, a view restated in 2014 by Venook and colleagues:

it is critical to understand why the phase III trial results are so often not as expected. The heterogeneity of cancer across and within a disease is likely one of the reasons.

In the sepsis paradigm, at least 100 Phase II and Phase III trials have yet to show “a dramatic improvement in survival for patients”, and a lead editorial has characterised the field of sepsis research as a “quagmire”. This may mandate new directions but we should not forget that, despite the failures of specific sepsis therapeutics, mortality in patients with sepsis has declined, in Australia at least, over the period 2000–2012.

Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>adaptive design</td>
</tr>
<tr>
<td>ANOVA</td>
<td>analysis of variance</td>
</tr>
<tr>
<td>CONSORT</td>
<td>Consolidated Standards of Reporting Trials</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>FE</td>
<td>fixed effect</td>
</tr>
<tr>
<td>GEE</td>
<td>generalised estimating equations</td>
</tr>
<tr>
<td>HTE</td>
<td>heterogeneity of treatment effects</td>
</tr>
<tr>
<td>ICC</td>
<td>intraclass correlation coefficient</td>
</tr>
<tr>
<td>OR</td>
<td>odds ratio</td>
</tr>
<tr>
<td>RCT</td>
<td>randomised controlled trial</td>
</tr>
<tr>
<td>RE</td>
<td>random effect</td>
</tr>
<tr>
<td>SE</td>
<td>standard error</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
</tbody>
</table>

ABSTRACT

• Recent viewpoints on critical care have expressed frustration at the slow development of new therapeutic agents and the failure of investigator-initiated trials. Several new directions have been proposed: personalised medicine and the embracing of “omic” technologies, resolving the heterogeneity of treatment effects, and adaptive trial designs. We examine these approaches in the context of analysis of randomised controlled trials (RCTs).

• The curse of treatment effect heterogeneity is found not only in critical care but also in cancer oncology. We find the uncritical appeal to personalised medicine to be misplaced because such treatments are not identified at the personal level, but at the group or stratified level.

Our purpose in this review is to consider the above recurrent themes from a methodological viewpoint, in the context of a discussion of past and present approaches to the analysis of randomised controlled trials (RCTs). We also aim to suggest where we may be on firm footing, or otherwise, in embracing these “new” initiatives. We additionally mention here that it is somewhat galling to read that five anti-tumour necrosis factor agents have been approved by the United States and European drug licensing authorities for use in treating a variety of rheumatic diseases; these approvals involve 200 RCTs and global drug sales estimated at US$200 billion (estimated to 2013).

What is meant by personalised medicine is difficult to define. A historical review has suggested that it is not the case that personalised medicine has always existed, but that there have been different historical forms relating to the tensions between universalism and specificity in Western medicine. Smith, in a review of the implications of epigenetics (“non-Mendelian inheritance of a trait located somewhere between ‘genotype’ and ‘phenotype’”), has reminded us that with respect to “the most celebrated cases of supposedly personalised medicine … treatments are not personalised; rather they are stratified”. This is an...
POINT OF VIEW

updated expression of a search begun in 1977, initially from a regression modelling perspective:

We are interested in the question “which treatment is best for which kinds of patients?” rather than the classical question, “which treatment is best overall?” ... By studying the combinations of covariates which lead to selection of the various treatments as optimal, we make recommendations of treatment for different kinds of patients.14

Updated methods for investigation of HTE include application of trial evidence to an independent target sample, for example, registry data;15 and estimation of upper and lower bounds of treatment response heterogeneity.16

Estimation of individual responses to treatment in a conventional RCT is not easy. For example, Senn discusses a 70% patient response rate to an intervention,17 which would be conventionally reported as 70% always-responders and 30% non-responders. However, the data would also be consistent with the radically different interpretation that the intervention worked for 100% of the patients 70% of the time. The difference between these two interpretations is stark: that success in treatment is a permanent patient feature (the conventional interpretation) versus that there is random variability. So how can individual response be identified, given that we do not normally observe the patient under conditions of both treatment and control? A parallel-arm trial will show between-treatment differences; a crossover trial will show both between-treatment and between-patient differences; but only a repeated-period crossover trial (patients randomised to sequences of treatments) will show between-treatment and between-patient differences, and patient-by-treatment interaction. That is, to show interaction at the individual level, we need replication at the level at which the interaction is claimed.18

Patient–treatment interactions (if identified) would provide the upper bound of gene–treatment interaction and, unless the patient–treatment interaction is large, the gene–treatment interaction cannot be.19

Crossover and n-of-1 designs20 are most suited to chronic and clinically stable conditions,21 which may not be attainable in many clinical environments, including critical care. Not surprisingly, there have been attempts to derive patient–treatment interactions (or individual qualitative interactions) by analytical techniques. These attempts include using (i) a potential outcomes framework which delineates observable and non-observable heterogeneity, in which the upper and lower bounds of non-observable heterogeneity are estimated from the observable data,22,23 and (ii) the overlap between the distribution of results from treatment and control groups or the proportion of similar response.24,25

Personalised medicine

The potential for personalised medicine in 1997 seemed boundless3 (the human genome project began in October 199026) but, 10 years later, the biotech revolution was being described more cautiously:

Rather than producing revolutionary changes, medicinal biotechnology is following a well-established pattern of slow and incremental technology diffusion27 and “there is as yet little evidence that biotechnology provides a more rapid route from bench to clinic”.28 By 2012, personalised medicine remained “a contested vision of the future”,11 and some wondered what had happened to it.29 Pharmacogenomics was to be an area of promise; “Getting the right drug into the right patient”30 and key “omics” technologies (genomics, proteomics and metabolomics) were to be used to analyse individual variations to therapeutic drugs.31 An empirical study of market drugs with pharmacogenomic biomarker data in their labels (“either measurable DNA and/or RNA characteristics in inherited genotypes or proteins involved in oncogenesis that indicate a likely response to therapeutic intervention”) suggested that such information had little clinical use.32 A comprehensive review of pharmacogenetics similarly found that the “application of pharmacogenetics to clinical medicine cannot adequately predict drug response in individual patients”.33 Nebert and colleagues have made analogous cautionary comments on the variable genetic contribution of a gene to the overall variance of a quantitative trait (the level of drug or metabolite) and the impossibility of assigning a patient to an unequivocal phenotype (and especially an unequivocal genotype).12,26,34 We repeat a caution on the variation in response to pharmaceuticals: clinical triallists have assumed that genetics have shown the inevitability of such variation, and geneticists have assumed that clinical trials have shown it.35

At the societal level, the potential of genomic personalised medicine entails a double jeopardy31 — that is, the channelling of extreme levels of human and material resources (an example of the inverse care law36) and the potential for treatment of ever more healthy populations (the inverse benefit law37). It would be imprudent to retreat into nihilism; instead, an integrated systems biology approach (embracing complexity) is a plausible goal,38 as recently applied to the prediction of sepsis outcome.39

Randomised clinical trials: problems in analysis?

The 2010 Consolidated Standards of Reporting Trials (CONSORT) guidelines for reporting parallel group RCTs,40 and an elaboration on their extension to non-pharmacological treatment,41 provide brief comments on statistical methods (see Section 12 of both documents),
particularly the suggestion that clustering effects (broadly defined) have more relevance in non-pharmacological treatments (Table 3, page 3044). A commentary on the CONSORT 2010 guidelines documents the effect of clustering in parallel RCTs regardless of the treatment comparison, and suggests that clustering is relevant to sample size calculation, statistical methods and outcome interpretation.42 From the perspective of pharmaceutical trials, a document from the International Conference on Harmonisation also recommends that “the main treatment effect may be investigated first using a model which allows for centre differences” (page 1343).

Individually randomised patients in multicentre trials being potentially subject to clustering may be a function of similar patients being present in a cluster, or of clusters being determinant of outcomes. The proportion of total variability explained by between-cluster or between-centre variability is reflected in the intraclass correlation coefficient (ICC). The ICC is defined (on the odds ratio [OR] scale) as \( \sigma^2 + (\sigma^2 + \pi^2)/3 \), in which \( \sigma^2 \) is the between-centre variance. Non-ignorable clustering occurs when both the ICC and the correlation between treatment assignments within a cluster are non-zero.44 In the absence of accounting for a centre effect, the standard error (SE) of the treatment effect is increased by \( (1-\text{ICC})^{-1/2} \) and, for a large ICC, for example 0.3, a loss in power may be substantial (up to 15%).45 Cook and colleagues presented 45 ICCs from surgical trials and found that 42% were > 0.05, and 16% were > 0.20.46 Empirical surveys of trial reporting suggest that this effect has not been recognised or suitably acted upon.45,47-51 Similarly, methods of balancing within strata and within centres, such as the use of permuted blocks and minimisation, lead to correlation between treatment groups. In the absence of accounting for prognostic balancing variables in analysis, these methods also lead to upward biasing of treatment-effect SE, with consequently low type I error rates and a decrease in power;52,53 that is, balancing invalidates an unadjusted analysis.

**How should we adjust for clustering or centre effects?**

In the biopharmaceutical literature, a seminal 1986 article by Fleiss addressed the question of information pooling with randomisation schedules which either considered centres by design or ignored them.54 For random treatment assignment carried out separately and independently within centres, pooling or averaging within-centre differences was correct, as analysis was dictated by design. For randomisation unrelated to centre, pooling by “lumping the data together” is “theoretically possible” but “should generally be avoided” and it would be “advisable to summarise the data first within [centres] and then to average the treatment differences across the [centres]”. An intensive debate ensued, with its origins in prior agricultural research (see Appendix).

Fleiss also considered analytical treatment of centre effects as either fixed effects (FEs) or random effects (REs). He favoured FEs as reflecting the then consensus, and on the basis of avoiding complicated analysis. A brisk response by Grizzle pointed to recent advances in computing, even in 1987, and further suggested that:

Although the clinics are not randomly chosen, the assumption of random clinic effect will result in tests and confidence intervals that capture the variability inherent in the system more realistically than when clinic effects are considered fixed … the assumption of what is considered fixed and what is random is really a statement about how the covariance structure should be modeled for the experiment.55

A more recent expression of this approach is found in an article by Fedorov and Jones, who state that:

the random-effects model is a parsimonious way of accounting for within-centre and between-centre variation (and) provides a useful way of describing typical data from a multicentre trial.56

In the medical literature, a highly cited article by Localio and colleagues was forthright in its recommendation:

Multicenter designs also warrant testing and adjustment for the potential bias of confounding by center, and for the presence of effect modification or interaction by center.57

This was reiterated by Feaster and colleagues,58 who concluded that ignoring site effects in multisite clinical trials is “not a viable option”. For binary outcomes, Agresti and Hartzel found little difference in treatment effect estimates between FE and RE models with large stratum-specific sample sizes and in the absence of treatment–centre interaction. Including the latter would offer the safest approach with many strata and sparse data.59

In a trial reanalysis and simulation study, Kahan44 compared various estimators to account for the centre effect (FE, RE, generalised estimating equations [GEE] and the Mantel–Haenszel method). With a small number of centres, all estimators performed adequately, but with a large number of centres, only the RE and GEE (with non-robust SE) gave nominal type I error rates and acceptable power. Note, however, that the OR effect of these two estimators (RE, a conditional model; and GEE, a marginal model) may differ in the presence of a treatment effect (marginal OR, closer to the null and an increased difference [ORmarginal versus ORconditional] as the ICC increases). There is also a need for clarification regarding the implications of an RE analysis. If centres are treated as REs (with no treatment–centre...
interaction), there will be a gain in efficiency, especially with substantial centre patient number disparity (ie, a smaller SE as the between-centre information component is included in analysis). The use of an RE analysis is often invoked on the basis of a presumed generalisability of results to non-participating centres. However, as pointed out by Senn, this implies a random treatment–centre interaction model (with larger SE) in which there is treatment variability across centres and the treatment effect tests whether, on average, treatment is better than control. As Gallo observed, this may involve a “tendency towards less significant results”, but the end result is that the interaction would be handled in a systematic manner. Further, the conventional RE meta-analytic approach models the treatment–trial interaction, not the main effect of the trial, as random.

Clinical trials: failures and responses

Although the critical care community may lament the failure of so many RCTs in sepsis, such disappointments are not unusual (eg, those in oncology). It is instructive to contrast two overviews of RCTs from cancer oncology and adult critical care. Both reviews report unrealistic estimates of treatment effects by trialists in the context of poor overall success rates. Surprisingly, in oncology, the estimate was 37.5% (n = 253) and in adult critical care, the estimate was 37% (n = 146). According to a 2014 survey, only 10.4% of all therapeutic agents entering Phase I development were approved by the US Food and Drug Administration (FDA). Successful development from Phase I to Phase II was 64.5%, and from Phase II to Phase III, 32.4%; from Phase III, success was 60.1%, and regulatory approval from Phase III was 83.2%. Overall, industry-wide productivity was thought to have decreased from previous estimates.

One response to the perceived lack of new therapeutics entering the market place has been a call for regulatory laws to be “updated to reflect patient heterogeneity in clinical trials, and allow for approval of drugs that show efficacy in only a subset of treated patients”. Another response has been a more focused search for novel and facilitatory trial designs, specifically flexible or adaptive design (AD), in which adaptation refers to a change made in a trial or statistical procedure during the trial. These changes can be prospective (eg, adaptive randomisation, early stopping or sample size re-estimation), concurrent (eg, inclusion criteria modification or change in hypotheses or endpoints) or retrospective (eg, statistical analysis plan changes or unblinding treatment codes). In ADs, trialists use accumulating data to guide ongoing trial modification without prejudicing the trial validity or integrity. This developmental process may occur according to various imperatives and at different levels and time scales; for example, theoretical, pharmaceutical, regulatory, and investigator-initiated adaptations. The slow uptake of AD by clinical trialists (at least in the United Kingdom) has recently been commented on.

Criticisms have accompanied the ongoing development of the AD paradigm. The FDA has categorised AD variants as well understood (eg, conventional group sequential designs and adaptations to maintain study power based on blinded interim analysis of aggregate data) and less well understood (eg, adaptations for dose selection studies and adaptive randomisation). Statistical concerns identified in the less well understood ADs included preservation of type I and type II error rates; statistical bias in estimation of treatment effects; the role of clinical trial simulation in planning and evaluation (“using simulations to demonstrate control of type I error rate is, however, controversial and not fully understood”); and the requirement for prospective analysis plans. These generic disquiets have been robustly restated and summarised by Chang and Chow and Corey have further suggested that implementation of AD methods “should proceed with caution”.

In addition to the previously discussed commentary and RCT overviews, AD has been advocated in two other current reviews. However, given the diversity of ADs (Chow and Chang detail at least 10 categories), it seems that ADs are being recommended in a rhetorical, rather than a substantive, manner, as a novel solution. When some detail of AD has been provided, the generic definition of AD appears to be that of an outcome-adaptive or response-adaptive randomisation design. This is described by the FDA as less well understood; it is not necessarily Bayesian and is controversial.

What, then, is the role of AD? The sentiments of the editorial that accompanies the article by Gan and colleagues seem astute: we are at risk of losing our focus. Conducting larger trials … using adaptive trial designs are not the solutions … We do not need more marginal results that are then pronounced “new treatment paradigms” or a “new standard of therapy.” What we need are meaningful goals and better drugs.
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**Appendix**

After publication of the article by Fleiss,54 the debate was formulated initially in terms of normally distributed (continuous) data, factorial analysis of variance (ANOVA87) for unbalanced designs (in this case, variable site patient number, the norm for multicentre trials88) and the type of sums of squares.51 For unbalanced designs, in which explanatory variables may also become correlated (non-orthogonal) because of unequal numbers of subjects in various groups,89 the values of the (sequential) sums of squares for individual variables depend on the ordering of the variables in the fitted ANOVA model (type I sum of squares50), although the total sum of squares is invariant. A sensible analytical strategy to assess the effect of a variable would entail first fitting all other effects.83 Under conditions of centre–treatment interaction, the decision may be made to fit interactive effects initially and also weight the centre treatment effects equally (type III [adjusted] sums of squares), or to exclude the interaction effect and weight centre treatment effects by precision (type II [adjusted] sums of squares). In this circumstance, adjusted sums of squares do not depend on model term ordering.91 Problematic issues identified were:

- the power of the test for treatment-by-centre interaction was low, so operational P levels were suggested at 0.154.92,93
- the status of small n centres, which may result in loss of power and precision.

Under a full model (type III) when no interaction was actually present or identified, a loss of power may result,94 and pre-specified site-pooling algorithms were recommended, such that the sample size ratio of largest to smallest centre should be < 2:1.95 Several commentators have favoured type II sums of squares,61,88,91,92,96-98 others type II;93,95 and some have been more circumspect, recommending dependence on specific analytical circumstances, mainly the possibility of treatment–centre interaction.89,90,94 Thus, the question of using type II or type III sums of squares appears to be unresolved. We note the conclusion of a current investigation of unbalanced factorial designs and interaction effects: “The translation from the simulations in this study towards individual cases of 2 x 2 datasets is complex”.89